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ABSTRACT
Fast and accurate identification of the co-interest persons, who
draw joint interest of the surrounding people, plays an important
role in social scene understanding and surveillance. Previous study
mainly focuses on detecting co-interest persons from a single-view
video. In this paper, we study a much more realistic and challeng-
ing problem, namely co-interest person (CIP) detection from multi-
ple temporally-synchronized videos taken by the complementary
and time-varying views. Specifically, we use a top-view camera,
mounted on a flying drone at a high altitude to obtain a global view
of the whole scene and all subjects on the ground, and multiple
horizontal-view cameras, worn by selected subjects, to obtain a
local view of their nearby persons and environment details. We
present an efficient top- and horizontal-view data fusion strategy to
mapmultiple horizontal views into the global top view.We then pro-
pose a spatial-temporal CIP potential energy function that jointly
considers both intra-frame confidence and inter-frame consistency,
thus leading to an effective Conditional Random Field (CRF) for-
mulation. We also construct a complementary-view video dataset,
which provides a benchmark for the study of multi-view co-interest
person detection. Extensive experiments validate the effectiveness
and superiority of the proposed method.
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1 INTRODUCTION
Accurate detection of co-interest person(s) (CIPs), i.e., the person(s)
that draw interest of multiple surrounding people to look at him/her
in a scene, has many important applications in video surveillance.
For example, co-interest persons usually play central roles in the
ongoing group activities and accurate CIP detections can facilitate
the video-based group activity analysis. In many cases, persons with
inappropriate behaviors are more likely to draw attention of many
other people and the detection of such CIPs can help video-based
anomaly detection, which is at the core of many video surveillance
tasks. In this paper, our goal is to develop new camera settings and
video-analysis algorithms for better CIP detection.

Using fixed cameras for video collection suffer from the problem
of limited coverage and pre-specified view angle. While the use
of moving cameras, especially wearable cameras, can extend the
coverage along with the moving of the camera wearers, they usually
capture the people, which we refer to as subjects in this paper,
from a horizontal view angle. As illustrated in Figure 1(a-b)1, in a
horizontal view, the limited field of view (FOV) and lack of depth
information prevent the reliable judgment of one subject looking
at another, which is the foundation of CIP detection. There is also
a self conflict in setting the distance (or zoom) of the camera: if
the camera is too close, as shown in Figure 1(a-b), some subjects
of interest in the scene may not be seen because of the mutual
occlusions of subjects or the limited FOV; if the camera is too far,
the covered subjects is too small, it will be difficult to identify them
and their look-at directions. In either case, the accuracy of CIP
detection will be compromised.

1The two example images of Figure 1(a) and (b) are drawn from the dataset proposed
in [11] and [23], respectively.
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Figure 1: An illustration of CIP detection from (a) single-
view video, (b) an egocentric-view video, and (c-f) the pro-
posed combination of a top-view video and multiple (three
here) horizontal-viewvideos. CIPs are denoted by red bound-
ing boxes. As shown in (c-f), we use multiple horizontal-
view cameras to help alleviate the problem of limited FOV
of a single camera, whichmaynot 1) cover theCIP at all time
(d), 2) provide a good view to capture some subjects’ faces (e),
and handle the case where camera-wearer himself/herself is
the CIP (f). We use a top-view camera (c) to provide a global
picture of all or most of the subjects without occlusions.

In this paper, we propose a new camera setting to address this
dilemma. We use two types of moving cameras with synchronized
clock: Multiple horizontal-view cameras on the ground, e.g., wear-
able cameras mounted to the head of several involved subjects,
and a top-view camera at a high altitude, e.g, a camera mounted
to a flying drone. For practicability, fortunately, the above setting
becomes more and more available due to the spread of drones and
various wearable cameras, e.g., GoPro, Google glass. Also, the set-
ting of combining top and horizontal-view cameras for facilitating
collaborative video analysis has been researched in many latest
works [1–3, 16, 17]. More importantly, this setting can be applied
to many different real-world scenarios. For example, to maintain
the security in an outdoor social event, we can select several law-
enforcement officials as horizontal-view camera wearers on the
ground. For fine-grained sport scene analysis of a football game, we
can select referees as the horizontal-view camera wearers. In these
scenarios, the collected top- and horizontal-view videos can well com-
plement each other for CIP detection: The top view provides a global
birds-eye view of the subjects (including the camera wearers) on the
ground with large FOV and no subject mutual occlusions, as shown
in Figure 1(c); the horizontal views capture the detailed appearance
of the subjects in their limited FOVs, as shown in Figure 1(d-f).
By combining these complementary-view videos, we focus on de-
veloping new algorithms to improve the state-of-the-art of CIP

detection. To achieve this goal, we need to address several challeng-
ing problems: 1) person identification across multiple horizontal
views and the top view; 2) the estimation of look-at directions of all
the subjects, including camera wearers, in both horizontal and top
views; 3) a unified model for CIP detection by fusing all the subjects’
look-at directions with both spatial and temporal consistencies.

To address the above challenges, we adopt a recent approach
to identify unified subject detections by associating the same sub-
jects across the multiple horizontal-view and the top-view videos
and then propose a multi-view fusion approach to estimate the
look-at direction of each subject in the top view. In each frame,
we take all the detected subjects as a set of CIP candidates and
build a Conditional Random Field (CRF) model by treating each
frame as a node and the CIP candidates in this frame as its states.
In the CRF, we define an intra-frame energy to reflect the confi-
dence of a candidate to be the CIP in each frame, based on the
estimated look-at direction information, and an inter-frame energy
to reflect the spatial-temporal consistency between frames. The
minimization of the combined energy will generate a CIP on each
frame of each video. We also introduce an non-CIP frame detec-
tion method to handle the case where there is no CIP on a frame.
We construct a complementary-view video dataset with annotated
ground-truth CIPs and conduct extensive experiments to validate
the effectiveness of the proposed method.

The main contributions of this paper are:
• This is the first work to study the CIP detection by combining
a top- and multiple horizontal-view videos and it can benefit
many application scenarios.

• We introduce an effective CRF formulation and solution for
the proposed multi-view CIP detection, for which we define
new CRF energies for measuring the intra-frame confidence
and inter-frame consistency of the CIPs.

• We construct a new multi-view CIP detection benchmark
and use it to evaluate the proposed method. We will release
this new benchmark to public2.

2 RELATEDWORK
Video co-segmentation and saliency detection. Prior works
on video co-segmentation and saliency detection are related to
our work. Video co-segmentation is to simultaneously segment a
common category of objects from two or more videos. In practice,
almost all the existing video co-segmentation methods are based on
the object appearance information [5, 19, 30, 31]. Somemethods also
use the supplementary motion feature and consider the temporal
information for the object co-segmentation [6, 15, 40]. Different
from the proposed CIP detection, video co-segmentation finds all
the common objects, including the human subjects, across different
videos, without considering whether the detected subject(s) draws
much interest from other surrounding subjects.

Video saliency detection aims to identify the objects or regions
with highest perceptual saliency and it is another well-studied
problem [34]. Many machine learning based methods, e.g., sparsity-
based reconstruction [8], low-rank consistency [4] and deep learn-
ing based models [18, 35] have been developed for video saliency
detection. Most of them use the appearance and motion features to
2https://github.com/RuizeHan/CIP
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separate the salient objects and non-salient regions and are usually
developed for a single video. Recently, Xie et al. [36] proposed to de-
tect co-salient objects in multiple videos by fusing the temporal and
spatial saliency. However, saliency detection is general-purpose for
identifying perceptually salient objects or regions, and our method
identifies the co-interest person (CIP) with joint visual attention
of surrounding people. Salient detection is usually based on the
target’s appearance and motion features, while our method detect
the CIP based on the view relations with the surrounding people.

Visual attention by gaze estimation. Gaze estimation aims
to predict the gaze of a human [20, 22, 25, 29, 41]. Many existing
methods aim to model the human visual attention mechanism to
identify the salient regions/objects in a natural or social environ-
ment [7, 21, 32, 33]. Early work [28] tried to determine a person’s
look-at direction under unconstrained motion. Recently, Recasens
et al. [21] tried to estimate the gaze-focus position of each person
present in the image. In [22], a calibrated camera and a scene-based
eye tracking method are used to further identify whether a person
in the video is looking at the camera. Chong et al. [7] made further
extensions to address the problem of estimating the gaze-focus
position that are located outside the image view. Besides, Fan et
al. [11] tackled the problem of inferring shared attention in the
third-person social scene video and in [12], they proposed to un-
derstand human gaze communication in social videos. However,
almost all these methods handle the scene near to the cameras,
with only few subjects in its field of view. In this paper, we ad-
dress this limitation by combining a top-view video and multiple
horizontal-view videos.

Multi-view video analysis. Collaborative analysis of multi-
view videos has drawn the interest of many researchers [10, 23,
24, 27, 28, 37, 38]. In [27], face features from multiple views are ex-
tracted and then applied to estimate the facing direction. It uses the
videos captured by horizontal-view cameras near the scene. Accord-
ingly, the field of view is quite limited and the accuracy of facing
direction estimation becomes very poor when the subject’s face is
not fully captured by the camera. There were a couple of existing
works [23, 24] that studied the co-interest person/region detection
by analyzing the videos recorded by multiple egocentric-view cam-
eras, which requires all involved people to equip a wearable camera.
This setting limits their usability in a real video-surveillance system.
Besides, the approach in Park et al. [24] requires the prior 3D re-
construction of the scene via SfM (structure from motion) by using
the collected videos, which limits its application in practice. Lin et
al. [23] detected the co-interest person from multiple egocentric
wearable cameras and required that camera wearers are looking at
the co-interest person. More recently, the setting of combining top
and horizontal-view cameras has been used for facilitating collab-
orative video analysis [1–3, 16, 17, 42]. In this paper, we combine
the top and horizontal views and take a forward step to the real-
world application, i.e., the important person detection for video
surveillance.

3 PROPOSED METHOD
3.1 Overview
To detect the CIP in multiple videos over time, we captureN +1 tem-
porally synchronized videos with the length of T̃ that are taken byN
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Figure 2: An illustration of the proposed multi-view CIP de-
tection. A red star on the top-left corner indicates that a CIP
is detected (with a red bounding box) on this frame, while a
blue star indicates that no CIP is detected on this frame.

horizontal-view wearable cameras and a top-view drone-mounted
camera. We first use a sliding window technique to consistently
divide all N + 1 videos into non-overlapped short-time clips with
the length of T . We next perform a human detection algorithm and
the multi-view data fusion strategy to get the CIP candidates in
each frame. The proposed algorithm then computes an energy value
for each candidate, which negatively reflects its confidence value
to be the CIP. We also propose a simple non-CIP frame detection
strategy to identify the clips without CIP. Finally, we merge the
CIP detection results over all the clips to achieve a CIP detection
on all frames over time T̃ , as illustrated in Figure 2.

We denote F n
k as the k-th clip from the n-th horizontal-view

video, n = 1, 2 · · · ,N , and F̂k as the k-th clip from the top-view
video, k = 1, 2, · · · ,K . For each windowWk , we use multi-view
video clips, i.e., F 1

k ,F
2
k , ...,F

N
k and F̂k to detect the CIP P̂k in the

top view and its corresponding subjects Pnk in the horizontal views,
n = 1, 2, · · · ,N . In the following, we elaborate on the proposed CIP
detection algorithm in windowWk .

3.2 Problem Formulation
As mentioned above, in window Wk , we use N + 1 multi-view
video clips {F n

k |n = 1, 2, ...,N } and F̂k for CIP detection. In the
following, we simplify the notation of F n

k as F n and F̂k as F̂

by dropping the window number k when there is no confusion.
Each clip contains T frames, i.e., F̂ = {F̂t |t = 1, 2, · · · ,T } and
F n = {Fnt |n = 1, 2, · · · ,N ; t = 1, 2, · · · ,T }, where F̂t (Fnt ) is the
t-th frame of the top-view video clip (n-th horizontal-view video
clip).

We first perform the human detection [26] on each frame of
N + 1 videos. We use a multi-view human association algorithm to
unify the subjects detected in different videos, i.e., identifying and
matching the same persons across different videos. As shown in
Figure 1(c-f), all the subjects with identical color bounding boxes in
different-view videos denote the same person. We will discuss the
details of unifying subject detections3 in Section 3.3. We take the
unified detections P = {Pt |t = 1, 2, · · · ,T } as the CIP candidate
set, where Pt is the CIP candidate, i.e., one of the unified subjects in

3We map all the subjects in multiple horizontal-view videos into the top-view video
and get the unified subject detections as shown in Figure 1(c).
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frame t . We introduce the conditional random field (CRF) [9] model
for CIP detection, where each frame is treated as a node in CRF and
each candidate as a state of this node. Through the CRF model, our
goal is to seek a candidate ut in each frame t as the detected CIP.
The CIP candidates P have a posterior probability

p(P|F ) ∝ exp(−E(P|F )) (1)

with E(P|F ) =
∑
t,s

Φ(Pt , Ps |Ft , Fs ), (2)

where F = {F̂ ,F 1,F 2, · · · ,F n } denotes the multi-view video
clips and Pt denotes the CIP candidate in frame t . We use the energy
function Φ(Pt , Ps |Ft , Fs ) to estimate the confidence of Pt , Ps as the
same person and take it as the CIP. This way, the CIP detection
in a window is transformed to a problem of finding the optimal
state of P that minimizes the energy E(P|F ). In the following, we
simplify the energy function E(P|F ) as E(P) and Φ(Pt , Ps |Ft , Fs )
as Φ(Pt , Ps ) when there is no ambiguity.

The remaining problem is the definition of the energy function
Φ(Pt , Ps ), which should reflect the confidence of a candidate to be
the CIP and the correspondence of the CIP across different frames
and views. In this paper, we consider two factors: 1) each candidate’s
confidence to be the CIP in each frame (intra-frame factor), 2)
the temporal consistency of the candidates between two adjacent
frames (inter-frame factor). For factor 1), the CIP in the same
frame shows two typical properties: i) it should appear in the FOV
of most people in the scene, and ii) it usually appears at the center
of a subjects’ FOV, if he/she is looked at by this subject. For factor
2), the CIP shows two properties between adjacent frames: i) the
level of interest by other people should increase when the CIP
appears; ii) the CIP detection should keep good consistency over a
short time. Besides, at a time the CIP should be the same person
across different-view videos. This way, the first step is to match
all the subjects and calibrate the subjects’ look-at directions across
different views, which is a very challenging problem given the
cross-view appearance/motion variations and uncalibrated mobile
cameras. In the following, we first discuss the multi-view look-at
direction estimation in Section 3.3. We then define the CRF energy
functions in Section 3.4 by considering the above two factors.

3.3 Multi-View Look-at Direction Estimation
Weuse FOV to estimate the target that draws interest of each subject.
To more reliably estimate a subject’s FOV, we combine multiple-
view videos to handle the cases shown in Figure 1(d-f). A subject’s
FOV consists of his/her look-at direction and the field-of-view
angle. As shown in Figure 3(a), since the top-view video provides
the global picture of the whole scene from a high altitude, we can
associate the subjects in different horizontal views by mapping
them to the top view. This way, we can identify a set of the unified
detections of subjects P in the top-view video and transform the
subjects’ look-at directions to the top view for fusion. Without loss
of generality, we consider the mapping from one horizontal-view
video to the top-view video as shown in Figure 3.

For this purpose, there are three problems to be solved: i) Subject
matching between the top and multiple horizontal views. ii) look-at
direction estimation of the horizontal-view camera wearer in the
top view. iii) look-at direction estimation of all the other subjects

P
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Figure 3: An illustration of the look-at direction transforma-
tion from a horizontal-view video to the top-view video.

without wearing cameras in the top view. We extend a recent cross-
view subject association algorithm [17] to address the problems i)
and ii). Specifically, this algorithm provides the subject association
across two complementary views, e.g., the subject P in Figure 3(a)
and (b) as well as the look-at direction ®VO of the horizontal-view
camera in the top-view video as shown in Figure 3(a). We can
apply this algorithm to associate the subjects in each horizontal
view to the top view and then use the top view as a bridge to
construct unified detections of subjects across the top and multiple
horizontal views. For problem iii), as shown in Figure 3, we define
three direction vectors: 1) ®RT : the horizontal vector pointing to the
right in the top view, 2) ®RO: the horizontal vector pointing to the
right of the horizontal-view camera, and its vertical direction is
denoted as ®VO in the top view, and 3) ®RP : the vector that is vertical
to vector

−→
PO in the top view. We also define three angles as

α = δac( ®V P , ®RP ) ∈ [0,π ]

β = δac(
−→
OP, ®RO ) ∈ [0,π ]

γ = δac( ®VO , ®RT ) ∈ [0, 2π ),

(3)

where δac(®x , ®y) denotes the counterclockwise angle from ®y to ®x .
With the definition of above direction vectors, the angles β and γ
can be computed in the top view. The angle α can be derived by
given vector ®V P , i.e., the look-at direction of subject P (paralleling
to the ground plane). This way, ®V P can be transformed as a look-
at direction estimation in the horizontal-view video, as shown in
Figure 3(b), which can be solved by a 3D head pose estimation
algorithm4, e.g., [39]. Through the plane geometric transformation,
we calculate the view angle of the subject P in the top view as

δac( ®V P , ®RP ) = mod (α + β + γ , 2π ). (4)

Moreover, since we use multiple horizontal-view videos, it is
common that a subject in the top view is also captured in multiple
horizontal views. We find that the look-at direction estimation is
more accurate when the subject is facing to and near the horizontal-
view camera. On the contrary, the look-at direction estimation will
get worse or even fail when the horizontal-view camera captures
the side or back of the subjects. Therefore, for each subject, we fuse
his/her look-at directions estimated from multiple horizontal views
for the final look-at direction in the top view. Specifically, for the
unified detection of a subject in multiple horizontal views, we pick
the view that leads to the highest face-detection confidence of this

4We use the head pose estimation result to estimate the look-at direction, which
ignores the squint and assumes the look-at direction is same as the facing direction.
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subject to estimate his/her look-at direction. We will further show
the ablation study of different data fusion methods in Section 4.4.

3.4 Spatial-Temporal CIP Potential Energy
In this section, we consider the intra-frame and inter-frame factors
of CIP discussed in Section 3.2 and reformulate the energy function
in Eq. (1) as

E(P) =
∑
t

Φ1(Pt ) +
∑
t,s

Φ2(Pt , Ps ), (5)

where Φ1 and Φ2 are two terms for the intra-frame and inter-frame
energies, respectively. Different from many previous works [14, 23],
we do not define the inter-view energy term, i.e., the relationship
of the candidates from different-view videos, since we unify them
by a multi-view data fusion strategy as discussed in Section 3.3.
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Figure 4: An illustration of the (a) deviation angle ⟨ ®V P , ®LPt ⟩
and (b) damping function.

Intra-frame confidence. Base on the intra-frame factor dis-
cussed in Section 3.2, a CIP that draws the subjects’ interest usually
stays in the view center of these subjects. We define the view-
deviation level of a candidate based on its position in the FOV of
other subjects. We also calculate the focus-ratio level of a candidate,
i.e., the ratio between the number of subjects whose FOV covers
the candidate to the total number of subjects in the scene. This way,
we construct the intra-frame energy as

Φ1(Pt ) = −Sig(V(Pt ) + F(Pt )), (6)
where Sig(·) denotes the sigmoid function, i.e., Sig(x) = 1

1+e−x and
V(·) and F(·) are two energies to reflect the view-deviation and
focus-ratio level of a candidate Pt , respectively. Specifically, V(·) is
defined as

V(Pt ) =
1

|Pt | − 1

∑
P ∈Pt \Pt

Damp⟨ ®V P , ®LPt ⟩, (7)

where Pt denotes all the detected subjects with total number |Pt |
at frame t , ®V P denotes the look-at direction of a subject P and
®LPt denotes the vector from the subject P to the candidate Pt , P
traverses all the subjects P except for Pt . The brackets ⟨·⟩ represent
the angle between two vectors. As shown in Figure 4(a), we use the
angle between ®V P and ®LPt to estimate the view-deviation level of
Pt in the view of P . We further use a damping function to modify
it as shown in Figure 4(b). We also define F(·) as

F(Pt ) =
1

|Pt | − 1

∑
P ∈Pt \Pt

Ind(⟨ ®V P , ®LPt ⟩ ≤ θ ), (8)

where ®V P and ®LPt are the same as those in Eq. (7) and Ind(·) is the
indicator function. This energy term is to compute the proportion
of subjects whose FOV contains the candidate Pt , where 2θ is the
subject’s field-of-view angle.

Inter-frame consistency. Base on the inter-frame factor dis-
cussed in Section 3.2, the inter-frame energy is dependent on the
change of CIP confidence and the temporal consistency across
frames. We construct the inter-frame energy as

Φ2(Pt , Ps ) = −Sig(∆V(Pt , Ps ) + ∆F(Pt , Ps ) + O(Pt , Ps )), (9)

where ∆V(Pt , Ps ) = V(Ps ) − V(Pt ) represents the change of view-
deviation level from Pt to Ps . Similarly, ∆F(Pt , Ps ) = F(Ps ) − F(Pt )
represents the change of focus-ratio level. In the latter experiments,
we simply take s = t + 1 to only consider the two adjacent frames
for reducing computational cost. The inclusion of these two energy
terms encourages the detection of a CIP that appears from frame
t to frame s . The last energy term O(Pt , Ps ) denotes the overlap
between Pt and Ps , which guarantees the spatial consistency of the
CIP from frame t to frame s .

The CRF problem can be treated as the discrete energy minimiza-
tion problem. In this paper, we use the Viterbi algorithm [13] to
minimize the energy function in Eq. (5) for the optimal solution.
However, one limitation of the above CRF model is its assumption
that there is always a CIP in each frame. This may not be true in
practice. Therefore, we propose a simple non-CIP frame detection
strategy to identify the frames without CIP. Specifically, we assume
P̂t as the predicted CIP of frame t in a clip. We calculate the av-
erage attention level of the clip as ϕ = 1

T
∑T
t=1

1
2 (V(P̂t ) + F(P̂t )),

where V(·), F(·) are defined in Eqs. (7) and (8), respectively. We use
a threshold δ to estimate the confidence of the detected CIP in this
clip. We regard that there is no CIP in this clip if ϕ < δ . We will
discuss the effectiveness of non-CIP frame detection strategy and
the parameter selection of δ in Section 4. After that, we get the CIP
in the entire top-view video and then we backtrack the CIP in each
horizontal-view video based on the cross-view human association
discussed in Section 3.3.

4 EXPERIMENTS AND DISCUSSION
4.1 Dataset and Metrics
Dataset collection. We do not find public benchmark with syn-
chronized top-view and horizontal-view video sets with required
annotations for complementary-view co-interest persons detection.
Therefore, we collect a new dataset by using a camera mounted on
the drone to take top-view videos and several GoPros mounted over
the heads of some people to take the horizontal-view videos for
algorithm evaluation. We capture the videos at three different sites
with different backgrounds. At each site, there are 10 subjects mov-
ing or standing in the scene, and three of them wear GoPro cameras
over the head to collect horizontal-view videos. We combine the
top-view video and the corresponding three horizontal-view videos
as a set of videos. All the subjects wear dark coats thus sharing
very similar appearances. We arrange the video recordings in a way
that the 10 subjects alternately play as the CIP in a way that most
other subjects look at him/her. There are non-CIP gaps between
the co-interest transition from one CIP to another. Note that, all the
subjects are free to walk or stand without constraints, and there are

Poster Session C2: Emerging Multimedia Applications MM '20, October 12–16, 2020, Seattle, WA, USA

2750



random mutual occlusions among them or out-of-view subjects in
horizontal-view videos. We manually label the CIP by a bounding
box in each frame and we also label the frames without CIP as
non-CIP frames. We also manually align these videos temporally
such that corresponding frames from different videos are taken at
the same time. We collect 30 sets of video and each set of videos
contains temporal synchronized three horizontal-view and one top-
view videos. Each video contains both temporal intervals with a
CIP and without CIP. In total, we collect 49 minutes 10 seconds of
videos containing 88,512 frames.

Evaluation metrics. For each detected CIP, denoted by C , if
there is a ground truth box G with an overlap O = C∩G

C∪G larger
than 0.5, we count this detected CIP C to be a true positive. We
can also count the total number of detected and ground-truth CIPs
in each video. In this way we calculate the Precision, Recall and
F-score = 2×Precision×Recall

Precision+Recall .

4.2 Setup
Implementation details. We implement the main program in
Matlab and run on a desktop computer with an Intel Core i7 3.4 GHz
CPU, and the human detection and gaze detection are implemented
on RTX 2080Ti GPU. We use the general YOLOv3 [26] detector
to detect subjects in the form of bounding boxes in both top-view
and horizontal-view videos. For top-view subject detection, we
fine-tune the network using 600 top-view human images. Note
that all the training data have no overlap with our test dataset. We
use a head pose estimation algorithm FSA-Net [39] to estimate the
human facing direction in horizontal-view videos. The clip length
T is set to 50 in the experiments, and two pre-specified parameters
θ and δ are set to 45 degrees and 0.5, respectively.

Baseline methods. • Random: A weak baseline that draws
a Gaussian heatmap with random mean and variance. For each
ground truth CIPG in a frame, we accumulate the region generated
by the heatmap in G, denoted by S . We count the detection result
in this frame as the true positive if the ratio R = S

G lager than 0.5.
We take the result as non-CIP frame if R = 0.
• Motion-based: We use the motion direction of each subject to
estimate the look-at direction in top view instead of using our
complementary-view data fusion method described in Section 3.3.
• Image/Video-saliency: We choose a salient object detection
method [35] for comparison. This approach provides both 1) image
based saliency detection results which takes single frames as input,
and 2) video based saliency detection results which considers the
temporal reasoning. We take a loose condition for evaluating the
saliency based method with the same way as the baseline of random
and replace the Gaussian heatmap with the saliency map.
• Method in [23]: One seemingly related work is [23] that uses
multiple egocentric cameras for CIP identification. We apply the
approach in [23] to the horizontal-view videos in our dataset.
• Face [39] + Att. [11]: We apply the look-at direction estimation
approach [39] used in our method and generate the visual attention
map proposed in [11] to locate the CIP in horizontal-view videos.
In this approach, we use the bounding boxes of all subjects instead
of the region proposals used in [11].
• Face [39] + Fus. + Att. [11]: Similarly, we use the method in [39]

and the proposed complementary-view data fusion strategy to esti-
mate the subjects’ look-at directions in top view. We then generate
the attention map in [11] to locate the CIP in top-view videos and
backtrack it in horizontal views.
• Face [39] + Fus. + Voting: Similar to the above one, after getting
the subjects’ look-at directions in top view, we replace the atten-
tion map with a voting strategy – each subject votes an interesting
target by its look-at direction to elect the CIP with the most votes.

Table 1: Comparison of the baseline methods and ours.

Method Precision Recall F-score
Random 7.7% 2.1% 3.3%
Motion-based 6.8% 5.8% 6.3%
Image-saliency [35] 29.8% 52.2% 37.9%
Video-saliency [35] 20.2% 33.9% 25.3 %
Method in [23] 11.9% 20.2% 15.0%
Face [39] + Att. [11] 23.0% 22.7% 22.8%
Face [39] + Fus. + Att. [11] 42.7% 32.6% 37.0%
Face [39] + Fus. + Voting 38.1% 30.8% 34.1%
Ours 61.5% 59.2% 60.3%

4.3 Results
As shown in Table 1, we evaluate the proposed method on the
proposed video dataset using the CIP detection Precision, Recall
and F-score metrics. Existing related methods are only applied to
the horizontal-view videos. For a fair comparison, we only take the
results on the horizontal view videos when comparing the proposed
method against the othermethods.We can see that themotion based
method fails in CIP detection. In most cases, the subjects may turn
his/her head to look at the CIP, which makes the look-at direction
inconsistent to the motion direction. From the third and fourth rows
of Table 1, we can see that the saliency detection methods, both
image based and video based, provide unsatisfactory performance
in our task. It is because that the CIP in a video/image may not
have the notable properties used in salient object detection. We
can also see that the video based saliency detection provides worse
performance than the image based methods. The reason might be
that the moving of subjects has a significant impact on video based
saliency detection. Also, the method in [23] can not handle our
problem well because it assumes that the relative location and size
of the CIP does not change in each video, which requires the camera
wearers to always keep a steady distance to the CIP and move
his/her eyes to follow the CIP. Results generated by ‘Face + Att.’
and ‘Face + Fus. + Att.’ do not performwell since the straightforward
attention map is not robust enough for handling the complex scene
in our problem. Further, using the multi-view fusion strategy, ‘Face
+ Fus. + Att.’ performs much better than ‘Face + Att.’ by a large
margin, which demonstrates that the proposed multi-view fusion
strategy can estimate each subject’s look-at direction more reliably.
Finally, the comparative results of last three rows in Table 1 show
the superiority of our CRF model for CIP detection compared to the
the attention map in [11] and the simple voting strategy.

Poster Session C2: Emerging Multimedia Applications MM '20, October 12–16, 2020, Seattle, WA, USA

2751



Table 2: Comparative study of variants of our method evaluated on the horizontal-view, top-view and all videos.

Types
Horizontal view Top view All

Precision Recall F-score Precision Recall F-score Precision Recall F-score
w/o H-viewer 57.9% 59.1% 58.5% 64.8% 70.1% 67.3% 59.6% 61.8% 60.7%
w only H-viewer 54.0% 47.1% 50.4% 59.3% 52.6% 55.8% 55.4% 48.5% 51.7%
w all-view 51.5% 59.9% 55.3% 57.2% 65.9% 61.2% 52.9% 61.4% 56.8%
w single-view 50.4% 13.5% 21.3% 58.2% 20.0% 29.8% 52.3% 15.1% 23.4%
w/o inter-frame 46.9% 47.7% 47.3% 52.4% 54.5% 53.4% 48.3% 49.4% 48.8%
w/o non-CIP 48.1% 62.8% 54.5% 54.4% 75.7% 63.3% 49.7% 66.1% 56.7%
Ours 61.5% 59.2% 60.3% 68.6% 70.1% 69.3% 63.3% 61.9% 62.6%

Table 3: Results by varying values of T , θ and δ .

T Precision Recall F-score θ Precision Recall F-score δ Precision Recall F-score
25 60.6% 58.2% 59.4% 40◦ 64.4% 57.5% 60.8% 0.45 55.7% 65.6% 60.3%
50 63.2% 61.9% 62.6% 45◦ 63.2% 61.9% 62.6% 0.50 63.2% 61.9% 62.6%
75 62.3% 62.1% 62.2% 50◦ 60.2% 63.8% 61.9% 0.55 72.4% 48.2% 57.8%

4.4 Ablation Studies
Look-at direction estimation. As shown in Table 2, ‘w/o H-
viewer’ and ‘w only H-viewer’ denote the proposed method with-
out and only using the look-at directions of the horizontal-view
camera wearers, respectively. From the first row, we can see that
our method is not heavily dependent on the look-at directions of
the horizontal-view camera wearer. Moreover, the CIP detection
performance of the proposed method is acceptable with only the
look-at directions of the horizontal-view camera wearers.
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Figure 5: PR (a) and ROC (b) curves under different δ .

Multi-view data fusion. In the proposed method, when com-
puting the subjects’ look-at directions in top view, we take the
corresponding horizontal-view subject with the highest face detec-
tion confidence. Another fusion strategy, denoted by ‘w all-view’,
is to average a subject’s look-at directions estimated from different
horizontal views. As shown in Table 2, the latter fusion strategy
leads to significant CIP detection performance decrease since the
look-at direction estimation can be highly inaccurate when the sub-
ject’s face is not well visible in some horizontal views. If we only
use one horizontal-view video for look-at direction estimation, i.e.,
‘w single-view’ in Table 2, we achieve an acceptable precision but
very poor recall. It is because that a single horizontal-view video
has limited FOV and many subjects are not covered.

Effectiveness of the CRFmodel. To validate the effectiveness
of the temporal consistency constraint in our method, we remove
the inter-frame energy in the CRF model, i.e., ‘w/o inter-frame’
shown in the fifth row. We can see that the precision and recall
scores of CIP detection show a significant decrease. In ‘w/o non-
CIP’, we remove the non-CIP detection strategy and force to detect
a CIP in every frame, even if a frame does not contain a CIP. This
will raise the recall score, but generate more false positives, leading
to a lower precision score.

4.5 Discussion
Parameters selection. Figure 5(a) plots the PR (Precision Recall)
curve of the proposed method using different values of δ . We can
see that the precision score decreases while recall score increases
as δ gets smaller. It is because our method generates less non-CIP
frames when δ decreases, resulting in more CIP frame detections
with more false positives. Figure 5(b) shows the ROC curve under
different δ . There are two additional free parameters in the proposed
method: the clip lengthT and the pre-set angle threshold θ in Eq. (8).
We select different values for them and examine their influence on
the detection performance. Table 3 reports the results by varying
one of these two parameters while fixing the other one. We can see
that the final performance, including precision, recall and F-score,
is not very sensitive to the selected values of these two parameters.

Qualitative analysis. Figure 6 shows the CIP detection results
on sample frames from the top-view and three horizontal-view
videos. Red and green boxes indicate the detected CIP and the
ground truth, respectively. Frames with a solid blue star on the
top-left corner indicate that no CIP is detected by our algorithm,
e.g., they are drawn from the CIP’s egocentric video or the CIP
is occluded in these frames. As shown in Figure 6, the proposed
algorithm can detect CIP even if the CIP shows similar appearance
and motion characteristics with other people. As shown in the
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Figure 6: Qualitative analysis of CIP detection on sample frames from different view videos. Red and green boxes indicate
the detected CIP and the ground truth, respectively. Frames with a solid red/blue star on the top-left corner indicate that
CIP/non-CIP is detected on this frame by our algorithm. Best viewed in color.

first row of Figure 6, the CIP is fully occluded by other subjects in
‘Horizontal View 2’, and the proposed method can handle it and
detect the CIP in the other two horizontal views. The second row
shows a case where the CIP appears in all three horizontal-view
videos, and the proposed method can obtain its appearance from
different views. Note that, our method can identify the CIP with
serious partial occlusion, as shown in the third row of ‘Horizontal
View 3’. It is because the other two horizontal views can well ob-
serve the CIP and the top view provides a good picture of all the
subjects. In the last row, the camera wearer for ‘Horizontal View 1’
is the CIP, who is also out of the FOV of ‘Horizontal View 3’ video.
Moreover, almost all the subjects’ faces can not be seen in the FOV
of ‘Horizontal View 2’. Even so, the proposed method successfully
identifies the CIP in the top view and then backtracks him in the
three horizontal views. Based on the above analysis, we can see that
the proposed method can combine multiple horizontal views and
a complementary top view for more comprehensive and accurate
CIP detection.

Table 4: Time performance of different components.

Component Sub. Det. Head Pose Data Fus. CRF
Time (sec/frm) 0.0281 0.7500 0.0285 0.0004
Platform GPU GPU CPU CPU

Speed analysis. As shown in Table 4, we record the running
time taken by each component of the proposed method. In this
table, ‘Sub. Det.’ and ‘Head Pose’ denote the subject detection and
human head pose estimation, respectively. ‘Data Fus.’ denote the
multi-view fusion for look-at direction estimation. ‘CRF’ denotes

the step of building and optimizing the CRF model. We can see
that the most time-consuming steps in the proposed algorithm are
subject detection and head pose estimation: the latter takes over
90% of the total time consumption. The components of ‘Data Fus.’
and ‘CRF’, where our main contribution lies, run over real-time
speed on a desktop computer with Intel i7 3.4 GHz CPU.

5 CONCLUSION
In this paper, we studied a new problem of identifying the co-
interest person (CIP) by using complementary top- and horizontal-
view videos taken by mobile cameras. The subjects’ look-at direc-
tions were inferred frommultiple horizontal-view cameras and then
mapped to the top-view video for co-interest person detection. For
this, we built an effective Conditional Random Field (CRF) model
by considering both the intra-frame confidence and inter-frame
consistency.We collected a new complementary-view video dataset,
as well as manually labelled ground-truth CIPs, for performance
evaluation. Experimental results on this dataset demonstrated that
the proposed method can effectively identify CIPs by capturing
both global locations in top view and the local appearance details
in horizontal views. This work is not an incremental method based
on a well-studied problem, and we just hope to open a new door
to study the CIP detection in surveillance videos. In the future, we
plan to improve the performance by considering more complex
cases, auch as the possible presence of multiple CIPs on a frame.
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